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Abstract: One of the most significant subjects of society is 

human healthcare. It is looking for the best one and robust disease 

diagnosis to get the care they need as soon as possible. Other fields, 

such as statistics and computer science, are needed for the health 

aspect of searching since this recognition is often complicated. The 

task of following new approaches is challenging these disciplines, 

moving beyond the conventional ones. The actual number of new 

techniques makes it possible to provide a broad overview that. The 

diagnosis of diseases is decisive for planning proper treatment and 

ensuring the well-being of patients. Human error hinders accurate 

diagnostics, as interpreting medical information is a complex and 

cognitively challenging task. The application of artificial 

intelligence (AI) can improve the level of diagnostic accuracy and 

efficiency. While the current literature has examined various 

approaches to diagnosing various diseases, an overview of fields in 

which AI has been applied, including their performance aiming to 

identify emergent digitalized healthcare services, has not yet been 

adequately realized in extant research. By conducting a critical 

review, we portray the AI landscape in diagnostics and provide a 

snapshot to guide future research. This paper extends academia 

by proposing a research agenda. Practitioners understand the 

extent to which AI improves diagnostics and how healthcare 

benefits from it. However, several issues need to be addressed 

before successful application of AI in disease diagnostics can be 

achieved. 

 

Keywords: Human disease, Healthcare, Machine learning, Deep 

learning, Convolutional Neural Networks. 

1. Introduction 

In human society, healthcare is one of the most urgent issues, 

as the quality of life of people relies explicitly on it (Bagga & 

Hans, 2015). The healthcare area, however, is exceedingly 

varied, broadly dispersed, and fragmented. The delivery of 

adequate patient care from a clinical perspective requires access 

to appropriate patient information, rarely accessible when 

necessary (Grimson et al., 2001; Zeebaree et al., 2019). Besides, 

the large variance in the order of tests for diagnostic purposes 

indicates the need for an adequate and suitable collection of 

tests (Daniels & Schroeder, 1977; Wennberg, 1984; Zeebaree 

et al., 2019). (Smellie et al., 2002) expanded this claim by 

suggesting that the significant differences found in the request 

for general practice pathology arise primarily from individual 

variations in clinical practice and are thus likely to improve 

through more transparent and better-informed decision-making 

for physicians (Stuart et al., 2002). Therefore, medical data also  

 

consist of many heterogeneous variables obtained from various 

sources, such as demographics, history of illness, medications, 

allergies, biomarkers, medical photographs, or genetic markers, 

each offers a different partial view of the condition of the 

patient. Also, among the sources, as mentioned earlier, 

statistical properties are fundamentally different.  

Researchers and practitioners face two challenges when 

analyzing such data: The curse of dimensionality (the number 

of dimensions and the number of samples increases 

exponentially in the space of the features) and the heterogeneity 

of function sources and statistical features (Pölsterl et al., 2016). 

These causes contribute to delays and inaccuracies in the 

diagnosis of the disease and, therefore, patients have not been 

able to obtain adequate care. Therefore, there is a strong need 

for an appropriate and systematic approach that enables early 

detection of the disease and can be used as a physician's 

decision-making aid (Zhuang et al., 2009). Therefore, the 

medical, computer, and statistical fields face the challenge of 

exploring new strategies for modeling disease prognosis and 

diagnosis, as conventional paradigms struggle to answer all of 

this information (Huang et al., 2007). Today, ML offers many 

essential resources for intelligent data analysis. Furthermore, its 

technology is currently well adapted for the study of medical 

data. In particular, a wide variety of medical diagnostic work 

has been carried out on small-specialized diagnostic problems 

(Bargarai et al., 2020; Kononenko, 2001), where initial ML 

applications have been found. ML classifiers have been 

successfully used, for example, to differentiate between stable 

patients and those with Parkinson's disease (Sriram et al., 2016; 

Zebari et al., 2020), which is a valuable tool in clinical 

diagnosis. Indeed, on a wide range of significant issues, most 

ML algorithms perform very well. 

2. Methodology 

A. Background Theory    

This section briefly introduced Machine learning, its types, 

and the most used literature techniques, comparing the studies 

and research about machine learning.  

1) ML  

 ML is a branch of artificial intelligence that enables 

computers to think like human beings and make their own 

decisions without human interference. ML has much progress 
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in detecting various forms of disease due to the rapid growth of 

Artificial Intelligent. A machine learning algorithm also 

provides us with more precise predictions and performance 

(Shaheamlung et al., 2020). ML has been widely divided into 

various forms, as seen in figure 1. below.  

  

 
Fig. 1.  Different kinds of ML 

  

a) supervised learning  

This type of ML gives a training data set. This ML approach 

responds accurately to all feasible inputs, as it depends on the 

training data set. Supervised learning from examples is often 

referred to as learning (Hashem et al., 2018; Sadeeq & 

Abdulazeez, 2018; Shi & Malik, 2000; Zebari et al., 2020). 

Regression and classification are two forms of supervised 

machine learning.  

b) Unsupervised learning   

Right answers or goals are not given. Because of these 

similarities, the purpose of unregulated learning techniques is 

to discover the similarities between knowledge data and the 

story structured by an un-directed learning approach. This type 

of learning is otherwise referred to as calculating thickness. 

Grouping requires unsupervised adaptation (Jahwar, 2021; 

Najim Adeen et al., 2020; Pan & Tompkins, 1985).  

c)  Semi supervised learning  

This method is known as the class of supervised learning 

techniques. This ML uses un-labeled data (Tajbakhsh et al., 

2016) for training. Among controlled education and 

unsupervised learning, it is learning that occurs. Supervised 

learning has classified data, and unlabeled data is available for 

unsupervised learning.   

d) Reinforcement learning   

The psychology of behaviorists endorses this form of ML. 

An algorithm indicates that the answer is incorrect, but it does 

not say how to correct that response. This algorithm conducts 

several tests before it finds the right answer. Improvement is not 

feasible in this learning process.   

2) Different techniques used by ML  

Many scientists have developed all of the different machine 

learning algorithms to diagnose illnesses. The researcher states 

that ML operates efficiently to analyses various diseases. In the 

field of medicine, there are several levels of machine learning. 

Protein-protein collaboration used the observational space of 

programmed learning in some capabilities such as medical 

imaging, therapeutic knowledge retrieval, restorative choice 

assistance, and general patient administration. ML is used to 

differentiate and evaluate pneumonia, malignant growth of the 

lungs, and multiple ailments (Iswanto et al., 2019; Zebari et al., 

2020).  

3)  Support Vector Machines (SVM)  

SVM, which was designed in the 1990s. SVM is used to 

accomplish (ML) tasks, and it is a prominent and 

straightforward tool. A selection of training samples divides 

each sample into different categories in this process. Help 

vector SVM computer, used primarily for problems with 

classification and regression (Murphy, 2012; Zeebaree et al., 

2019).  

4) k-nearest neighbors (k-NN)  

One of the ML communities' well-known techniques is the 

k-NN classifier, described as a nonparametric approach (Al-

Zebari & Sengur, 2019). The k-NN classifier will consider 

training samples, a distance function, and several nearest 

neighbors (k). For distance measurement, Euclidean distance is 

a general solution. The class labels of the test specimens shall 

be decided by a majority vote of the predetermined labels of the 

k-nearest neighbors.   

5) Logistic Regression (LR)  

LR is defined as a generalized linear model. Two 

components, namely the linear component and the relationship 

function, consist of generalized linear models. The linear 

component of the classification model is calculated, and, 

through the relationship function, the output of this 

measurement is expressed. In the case of logistic regression, the 

linear outcome is run via a logistic function. Only values 

between 0.0 and 1.0 are returned by the logistic function 

(Kousarrizi et al., 2012; Sadeeq & Abdulazeez, 2018).  

6) Decision trees (DTs)  

The well-known basic non-parametric supervised machine 

learning methods used in data classification tasks (Al-Zebari & 

Sengur, 2019; Safavian & Landgrebe, 1991) are DTs. DTs' 

primary objective is to build a model that predicts a test 

sample's classmark by learning some rules that have been 

inferred from the training dataset. There are two types of nodes 

within a DT setup, such as leaf and internal nodes. Of the 

training examples entering the plate, a leaf has a classmark 

measured by the majority vote. Every internal node is a matter 

of operation, and it branches out according to the answers.   

7)  Naive Bayes classification  

An example is the statistical classifiers for Bayesian 

classifiers. Naive Bayes determines class membership 

probabilities based on the classmark given (Hazra et al., 2016). 

It conducts one data scan, and therefore it is simple to classify.  

8) Deep Learning (DL)  

 DL is concerned with knowledge processing using deep 

networks. It is an aspect of machine learning techniques. In its 

previous appearance in 1943, McCulloch and Pitts referred to 

DL as "cybernetics"(Mcculloch & Pitts, 1990). Researchers 

were attracted to DL because of its ability and characteristics to 

imitate the brain processes the way information before making 

decisions.  

9)  Convolutional Neural Networks (CNNs)  

CNNs is an artificial neural network able to derive data from 

local characteristics. By assigning weights to accurate feature 

mapping, CNNs simplifies the network model, enabling total 

value reduction. The widespread use of CNNs in pattern 

recognition has resulted in these features (Huang & LeCun, 
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2006; Vincent et al., 2008).  

10) Lasso Regression  

Lasso regression is a type of shrinkage-using linear 

regression. Shrinkage is when, as they suggest, data values are 

reduced to a central point lasso strategy supports direct, sparse 

models (i.e., models with fewer parameters).  This particular 

form of regression is ideal for models with high 

multicollinearity levels or when certain aspects of model 

selection are automated, such as variable selection/parameter 

elimination.  

B. Healthcare ML applications   

In recognizing intricate patterns inside large and successful 

data, ML algorithms are useful. This facility is especially well-

suited for clinical applications, particularly for people who rely 

on advanced genomics and proteomics measurements.  It is also 

used in the diagnosis and detection of various diseases. ML 

algorithms can generate higher decisions on patients' treatment 

plans in medical applications by implementing sound health 

care systems (Rajabion et al., 2019). Hospital management uses 

this approach to forecast wait times for patients waiting for 

positions in the department of demand.  These models use 

patient details, pain levels, demand department charts, and even 

the hospital room layout to infer wait times. Clinics can 

consider emergency room admissions using the predictive 

model. Thus, machine learning implementation may benefit 

patients by lowering costs, increasing precision, or 

disseminating short-term experience.  

3. Results 

There are many research areas and related works on this 

topic. In (Ramana et al., 2011), they found that the AP datasets 

were better than the UCLA datasets for all the various chosen 

algorithms. The writers used two separate datasets of inputs. 

The AP data sets were calculated to be better than the UCLA 

dataset.  Based on the usefulness of their KNN classification, 

backward propagation and SVM give better outcomes. For the 

entire chosen algorithm, the AP data set is better than UCLA. 

Besides, 95.07, 96.27, 96.93, 97.47, & 97.07 % accuracy have 

C4.5, Backward propagation, Naïve Bayes, SVM, and KNN. 

(Kousarrizi et al., 2012) this analysis is focused on two 

databases on thyroid disease. The first dataset is taken from the 

UCI machine learning repository. The second is the actual data 

gathered from the Imam Khomeini hospital by the Intelligent 

Device Laboratory of the K. N. Toosi University of 

Technology. They obtained a classification accuracy of 98.62 

% using SVM for the first dataset, which is the highest accuracy 

achieved so far. (Chitra et al., 2018) in the paper, the SVM with 

a Radial base function kernel is used for classification. The 

output parameters are high, such as the classification accuracy, 

sensitivity, and specificity of the SVM and RBF, making it the 

right choice for the classification process. (Fan et al., 2013) 

Twelve morphological features from the ST segment were 

extracted. Using the SVM classifier, they obtained 95.20% 

sensitivity, 93.29% specificity, and 93.63% accuracy. 

(Hariharan et al., 2014) to diagnose Parkinson's disease, in this 

approach, the neural networks and the SVM algorithm are 

fused. The experimental findings show that for Parkinson's 

dataset, the combination of feature preprocessing, feature 

reduction/selection methods, and classification give a 

maximum classification precision of 100 %.   

The (Senturk & Kara, 2014) intends to contribute to early 

breast cancer diagnosis in this study. An analysis of the 

diagnosis of breast cancer for patients is provided. Seven 

different algorithms are used to realize the predictions of the 

other patients and give them precision. Patient data from UCI 

ML during the prediction process, the data mining tool 

RapidMiner 5.0, is used to apply data mining with the desired 

algorithms during the prediction process.  

 In a difference between two classification algorithms, SVM 

and ANNs, was addressed by the Vijayarani & Dhayanand 

(2015). In this study reached the target of predicting CKD based 

on their respective accuracies and timings. The one picked with 

higher accuracy, and the right timing was chosen. Survey of a 

paper (Hashem et al., 2017) to classify liver disease. Different 

data mining classification methods were studied in this analysis, 

and the AP liver dataset data set used had better results than the 

UCLA dataset and concluded that C4.5 had achieved better 

results than other algorithms. (Ko et al., 2017) using 

thermoscopic and clinical images that displayed the 

performance of CNNs approach, a CNNs architecture was 

trained from scratch. However, because of the limited datasets, 

a network's training from scratch to detect skin cancer is usually 

not viable. Most of the researchers, therefore either fine-tuned 

the model or used pre-trained models.   

The experiments will be conducted on an experimental 

database. Based on classification accuracy obtained, three 

distinct characteristics, such as spectral, wavelet, and 

complexity related characteristics, are computed and compared. 

Three distinct features, such as spectral, wavelet, and 

complexity-related features, are computed and compared based 

on classification accuracy obtained (Kulkarni & Bairagi, 2017). 

Acharya et al. (2017) implemented a CNNs algorithm to detect 

regular and MI ECG beats (noise and noise). Using ECG beats 

with noise and noise reduction, they achieved an average 

precision of 93.53 % and 95.22 %. Zeebaree et al. (2018) 

explored a deep learning algorithm for microarray data 

classification based on the CNNs in the current research. CNN 

found that not all data had better performance than related 

techniques such as Elimination of Vector Machine Recursive 

Function and Enhanced Random Forest (SVM-RFE-iRF and 

varSeIRF).  Most experimental studies on cancer datasets have 

shown that CNNs is superior in accuracy and gene 

minimization in cancer classification to hybrid mSVM-RFE-

iRF. Two algorithms, Backpropagation, SVM and the UCI 

system repository dataset, were used by Hashem et al. (2018). 

Furthermore, SVM has an accuracy of 71 per cent higher than 

Backpropagation accuracy of 73.2 per cent for liver disease 

diagnosis. Ahmed et al. (2019) Showed that state-of-the-art 

techniques that take multimodal diagnosis into account have 

better accuracy than the manual diagnosis. The goals of this 

research attempt are as follows:1-Increase the accuracy levels 

comparable to state-of-the-art techniques; 2- To overcome the 

overfitting problem, 3- to examine proven brain landmarks that 
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provide AD diagnosis with discernible features. First, authors 

integrate sets of simple CNNs as feature extractors and soft-

max cross-entropy as the classifier to achieve the goals. After 

the preprocessing steps, they manually localized the left and 

right hippocampus and fed three-view patches to the CNNs. 

They have 90.05% precision. On the same dataset they used, 

the authors contrasted their model with the state-of-the-art 

methods and found our findings comparable.  

 The efficiency analysis of the ML techniques on diabetes 

disease detection is performed in this paper. The work uses 

various ML techniques (DT), LR, DA, SVM, k-NN and 

ensemble learners.  Software from MATLAB is taken into 

account. The findings are analyzed based on the 10-fold cross-

validation criterion, and the performance analysis uses average 

classification accuracy. The average accuracy scores obtained 

are in the 65.5 % and 77.9 % range. The LR method provides 

the best accuracy score of 77.9 %, and the worst one is provided 

by the Coarse Gaussian SVM technique of 65.5 % in (Al-Zebari 

& Sengur, 2019). The patient data sets are analyzed by Durai 

(2019), based solely on a commonly diagnosed classification 

model for predicting the subject having a liver disorder. A 

necessary assessment process is carried out, depending on the 

studies, to maintain the integrity of a specific representation of 

the outcome. The J48 algorithm is a higher-performing 

algorithm with an accuracy rate of 95.04 per cent for feature 

selection.   

 The output of tumour classification techniques for 

classifying MR brain image characteristics as n/a, gliomatosis, 

multifocal, and multicentric was analyzed (Cinarer & Emiroglu, 

2019) study. KNN, RF, LDA and SVM machine learning 

algorithms tested these results. Compared to other algorithms, 

the SVM algorithm with a 90% precision rate was higher. 

Javeed et al. (2019) addressed overfitting, a model has been 

developed to improve heart disease prediction; overfitting 

implies that the proposed model works and provides better data 

testing accuracy and gives unfortunate accuracy results for 

training data when predicting heart disease. They have built a 

model to solve this problem to give the best precision for 

training and testing results. There are two algorithms in the 

model: RAS (Random Search Algorithm) and the other is a 

random forest algorithm used for model prediction. In both 

training data and testing data, this proposed model provided 

them with better performance.  

Intracerebral hemorrhage sources for high mortality rate as a 

result, (Liu et al., 2019) it is based on multivariate analysis to 

anticipate the expansion of hematoma in spontaneous ICH with 

normally accessible SVM data and pointed out 83. A 

randomized 179 search approach was used in this study for 

parameter tuning, and recursive function 180 elimination was 

used for feature selection. Patient selection for thrombolytic 

procedures is another significant factor. Rustam et al. (2020) 

used three types of the forecast for each model: the number of 

cases freshly infected, the number of casualties, and the number 

of recoveries over the next ten days. The outcomes provided by 

the Study Analysis indicate that the use of these methods in the 

current COVID-19 pandemic scenario is a promising 

mechanism. The results show that of all the models used, and 

the ES performs best, followed by LASSO & LR, which 

performs well in forecasting newly recorded incidents, death 

rate and recovery rate, Although SVM does not perform well in 

the prediction scenarios, the available dataset is given. Tanveer 

et al. (2020) analyzed 165 articles from 2005-2019 using 

different feature extraction techniques and machine learning 

techniques. Three key categories are studied in ML techniques: 

SVM, ANN and DL, and the ensemble methods.   

In image processing, recent developments in deep learning 

are a breakthrough. From traditional handcraft characteristics to 

deep automated characteristics, the emphasis of mechanical 

diagnostic systems has shifted. It helps in better identification 

and classification with a CT picture of nodular objects. For 

better feature reduction and type, an autoencoder and SoftMax 

are considered useful tools.  Kumar et al. (2020) employed DL 

techniques, namely CNNs, the proposed model eradicates 

errors in the manual process. The model, trained on cells' 

images, preprocesses the images first and extracts the best 

characteristics.  This survey is followed by the optimized Dense 

Convolutional neural network structure (called DCNN) training 

model and eventually predicting the type of cancer present in 

the cells. The model correctly replicated all measurements 

while accurately recollecting the samples 94 times out of 100. 

The aggregate accuracy was 97.2%, which is better than the 

techniques of CNNs such as SVMs, DT, RF, NB. This research 

shows that the DCNN model's performance is similar to that of 

the architectures of the developed CNNs with much fewer 

parameters and computation time tested on the retrieved 

dataset.  Therefore, to evaluate the form of cancer in the bone 

marrow, the model can be used effectively.   

4. Discussion 

This paper discusses various instruments and methods 

commonly used in the fields of medicine and healthcare. These 

tools are within ML and allow us to reach DL's main aim, 

finding useful patterns in databases, explaining and making a 

non-trivial prediction about data. We summarized the technical 

details shown in table 1: (including the References, Year, 

Diseases, Dataset, Performance and Research Objective) of the 

research mentioned in this previous section. As shown in table 

1: some researchers used DL algorithms to achieve a higher rate 

of deeper detecting to improve precision, trust, and 

performance. It has been noticed that five researchers (Kumar 

et al., 2020; Naqi et al., 2020; Ahmed et al., 2019; Zeebaree et 

al., 2018 and Acharya et al., 2017). Focused on the DL 

algorithms for a detect disease like (Blood cancer, Lung cancer, 

Alzheimer, Cancer disease and myocardial infarction) show the 

performance column the accuracy of CNNs in cancer disease 

has a higher rate than the others disease. Classification is the 

model used to search for a model or function that defines and 

distinguishes the data, classes, or concepts that the model uses 

to predict the class of object whose class mark is unknown.  In 

classification, they create software that can learn how the data 

objects can be categorized. The derived model can be presented 

as classification or rules; many researchers have used different 

algorithms to help health care practitioners diagnose diseases 

with greater precision in diagnosis. In this study many 
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classification algorithms used for detect disease (LR, LASSO, 

SVM, KNN, RF, LDA, NB, J48, RSA and DT) as shown in 

table 1, SVM in Liu et al. (2019); Cinarer & Emiroglu, (2019); 

Kulkarni and Bairagi (2017); Senturk et al. (2014); Hariharan 

et al. (2014); Kumari and Chitra (2013) and Kousarrizi et al. 

(2011) had the higher accuracy among the other classification 

algorithms for the disease detection. However, given the 

available dataset, Rustam et al. (2020) found that SVM 

performs poorly in all prediction scenarios and Durai et al. 

(2019) mentioned J48 algorithm is considered a better output 

algorithm when it comes to feature selection with an accuracy 

rate of 95.04 %.   

5. Conclusion 

Intelligent data processing is a social necessity for 

identifying, as soon as possible, of useful and robust disease 

detections to provide patients with appropriate care within the 

shortest possible time. This detection has been carried out in 

recent decades by detecting exciting patterns in databases. 

Smart data processing is emerging as a requirement for 

effective and robust diseases to be found by society. Detection 

of patients providing the necessary treatment as soon as 

possible within the shortest possible period. This identification 

has been achieved in recent decades through the method of 

identifying exciting patterns in databases. A comprehensive 

Table 1 
Machine learning techniques for diagnosis of different diseases 

Authors Diseases Dataset Methods Accuracy Research Objective 

   

(Kumar et al.,  
2020)  

  

   

Blood  
Cancer  

   

SN-AM  

   

CNN  

   

97.2%  

By employing DL techniques, namely CNNs, the proposed 

model eradicates the manual method's likelihood of errors. The 
model, trained on cells' images, preprocesses the images first 

and extracts the best characteristics.   

  
(Naqi et al.,  

2020)  

  
Lung cancer  

 LIDC-IDRI  
(Meng et al., 

2018)  

  
DL  

  
96.9%  

Because the system's problem includes false-positive results, 
this work provides an automated detection system and 

classification to promote radiologists' diagnosis.   

  

(Rustam et  
al., 2020)  

  

 Covid-19  

   

GitHub  
(Wissel et al.,  

2020)   

  

ES, LR,  
LASSO, 

SVM  

  

  
------  

The purpose of this research Provides displays the potential of 

ML models to estimate the number of future patients affected 
by COVID-19, which is widely regarded as a possible danger 

to humanity.   

  
(Liu  et  al.,  

2019)  

  
Brain stroke  

  
1157 patients  

  

  
SVM  

  
83.3%  

The expanding of hematoma is in anticipation that 
spontaneously ICH derives from accessible comparable by the 

usage of SVM  

  

 (Javeed et al.,  
2019)  

  

Heart 
disease  

  

Cleveland heart 
failure  

(Meng et al.,  

2018)  

  

RSA, RF  

  

93.33%  
(RSA+RF)  

  

Develop an intelligent system that would show good 
performance on both training and testing data diagnosis of 

heart failure.  

(Cinarer &  

Emiroglu, 

2019)  

Brain  

tumour  

 (TCIA)  

(Scarpace et al. 

2015)   

KNN, RF,  

SVM and 

LDA  

  

SVM: 90%  

The best ML and classification algorithms' goal is to learn 

from  

training automatically and ultimately make a wise decision 
with high accuracy.   

 (Durai et al.,  

2019)  

 Liver 

disease  

 UCI (Shi & 

Malik,  
2000)  

 J48,  

SVM& NB  

With 95.04, the 

J48 algorithm  
has a better 

choice of 

features.  

  

To predict the same definitive result, compare algorithm 
techniques with a higher accuracy rate for detecting liver 

disease.  

  

  
(Ahmed et al.,  

2019)  

  
Alzheimer  

Diseases  

  
ADNI  

  
CNN  

  
90.05%  

The study's objective is to increase the degree of accuracy 
comparable to state-of-the-art techniques, address the problem 

of overfitting, and examine validated brain technologies that 

include noticeable AD diagnostic features.   

(Zeebaree et 

al., 2018)  

 Cancer 

disease  

 Different cancer 

dataset  

 CNN   100%  Based on gene expression data, DL algorithm applications are 

used to diagnose the disease.   

 (Acharya 

 et al., 
2017)  

  

myocardial  

infarction  

Control:40  

CHD: 7 (Pan & 
Tompkins, 1985; 

Singh &  

Tiwari, 2006)  

CNN  

  

98.99%  This study proposed diagnosing MI using 11 deep CNNs 

layers automatically, using two separate databases (noise and 
without noise).   

  

  

 (Kulkarni 

and Bairagi,  

2017)  

Alzheimer 

disease  

100 (50 CN,  

50 AD) (Kulkarni 

&  
Bairagi, 2017)  

  

SVM  

  

96%  

The purpose of this research paper is to examine various 

characteristics of Alzheimer's disease diagnosis to serve as a 

potential biomarker to differentiate between the topic of AD 
and the ordinary subject.  

(Senturk et 

al., 2014)  

  

breast cancer  UCI  SVM, NB, 

KNN and 

DT  

 KNN:95.15%,  

SVM:96.40%  

Determine the best approaches to lead to early breast cancer 

detection. An overview of the diagnosis of breast cancer in 

patients is given.   

 (Hariharan et 

al., 2014)  

Parkinson's 

disease  

PD dataset was 

used from (UCI)  

SVM  100%  found the best and an integrated approach to propose to 

improve the accuracy of detection of Parkinson's disease  

 (Kumari and  
Chitra, 2013)  

Diabetic  
Disease  

 UCI   SVM   78%  Determine the best approaches to lead to early breast cancer 
detection. An overview of the diagnosis of breast cancer in 

patients is given.   

(Kousarrizi et 

al., 2011)  

Thyroid  

Disease  

UCI  SVM  98.62%  Choose the best methods of feature selection and classification 

for thyroid disease diagnosis, which is one of the most critical 
classification problems  

 

 



H. Malik et al.                                                                     International Journal of Recent Advances in Multidisciplinary Topics, VOL. 3, NO. 5, MAY 2022 148 

overview of intelligent data analysis tools in the medical sector 

is given in this paper. Some examples of some algorithms used 

in these medical field areas are also presented, examining 

potential patterns based on the target searched, the methodology 

used, and the application field. Given the pace at which new 

works emerge in this emerging field, a systematic analysis such 

as the one we have just presented may become obsolete in a 

short period. For this reason, we consider that, after a careful 

quest for new scientific literature, Table 1 should mainly be 

revised, provided that further research is more likely to take 

place in the short term on the application of established 

techniques in this field than on the proposal of new techniques 

which are novel and not merely enhancing or changing existing 

ones.   
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