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Abstract: This white paper aims to define the steps that need to 

be taken to achieve accountability in the context of Artificial 
Intelligence (AI) accelerated systems and builds on previous work 
by industry and international organizations. We here present the 
backbone for a risk-based accountability framework for AI 
systems. To do so, we first review the concept of accountability, the 
technical risks brought upon by AI and their possible implications 
for society and organizations. Finally, we conclude on the next step 
to take in our research project towards an accountability 
framework for AI systems. 
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1. Introduction 
Artificial Intelligence (AI) is one of the major megatrends in 

the technology sector. Therefore, it is the root of an important 
change in industry and customer products that causes major 
impacts on society. Classic products are being replaced by new 
applications whose capabilities go far beyond what was 
previously possible. Complex tasks that could only be 
performed by humans are gradually replaced by AI. 
Automation in-vehicle systems illustrate this ongoing change. 
Today, automated braking maneuvers are already performed by 
intelligent systems in dangerous situations without requiring 
human reaction. However, the technological developments seen 
in this sector are accompanied by a shift in responsibilities. 
Although responsibility frameworks for products and 
companies already exist, they are no longer applicable to the 
newly created and implemented technologies. AI and, in 
particular the sub-field of machine learning (ML), is 
characterized by decisions that cannot be presented 
transparently to stakeholders due to their algorithmic 
complexity (Arrieta, 2020). Important information often 
remains hidden from the user and developers. For this reason, 
it must be ensured that the responsibility and accountability for 
the technology is shared seamlessly and transparently. The far-
reaching decisions that AI will make, and is already making in 
our everyday life, are associated with high risks for humans and 
society. In recent years, the demand for ethical AI has been 
increasing and has become thematically more important in 
society (IEAI, 2020), leading to the involvement of 
international organizations on the topic. As the number of AI  

 
products increases, the need for regulations becomes crucial. 
Given the growing interest in this topic, legislators and 
international organizations need to be able to assign ethical and 
legal responsibility to natural or legal persons for each stage of 
the AI systems life-cycle, as well as in AI systems-related legal 
cases. This refers not only to individual monitoring but also to 
the public supervision of states (UNESCO, 2021). In practical 
application, this requirement means that an AI system can never 
replace ultimate human responsibility and accountability 
(UNESCO, 2021). 

Accountability is defined as being responsible for what you 
do and being able to give a satisfactory reason for it (Cambridge 
Dictionary, 2022). In other words, there must be a responsible 
legal or individual person who has a transparent and 
understandable explanation for the AI's decisions. 
Accountability, on a higher level, can be defined as the 
relationship between an actor and the group (e.g., society) to 
which the actor holds an obligation to justify their conduct 
(Bovens, 2007; Bovens et al., 2014). It is what allows criticism 
and praise regarding the performance of a stakeholder and 
relates to their active choice to give information regarding their 
behavior (Bovens et al., 2014). Using this definition, the need 
for explainability of the AI-powered tool implemented and 
discussion relating to its use and impact is quite clear. 
Additionally, a judgment entailing formal or informal, positive 
or negative consequences can be passed onto the actor’s choices 
and thus on the product proposed by the said actor (Ackerman, 
2005; Bovens, 2007; Olson, 2018). 

However, for an appropriate application of the concept of 
accountability in the context of AI, some important questions 
remain, for example, how to identify the different stakeholders 
and how to share the responsibilities between them (Gevaert et 
al., 2021). Existing legal frameworks cannot satisfy the 
clarification demand regarding these questions for the specific 
context of AI. This tension between currently existing 
accountability regimes and their application to AI is also 
reflected by the European Union (EU). The EU places itself as 
a world leader in the development of AI and, more specifically, 
ethical AI (European Council, 2020). With its proposal for a 
harmonized approach towards AI governance for all member 
states through the new AI Act (Regulation 2021/0106, 2021), it 
recognizes and at the same time aims to close the gap between 
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existing regulations and AI application demands. However, 
targeting a standardized and highly general approach can lead 
to challenges for its implementation in concrete application 
scenarios. For example, the AI Act (Regulation 2021/0106) 
requires transparency but does not further specify the degree of 
transparency needed to fulfill this obligation. Therefore, while 
accountability is generally described as a desirable goal or 
requirement (UNESCO, 2021; HLEG AI 2019), how it can be 
achieved in a standardized but simultaneously practical way is 
still an open topic (Loi & Spielkamp, 2021). 

 Targeting such an accountability approach is the final aim of 
a bigger project led by the IEAI, ‘Towards an Accountability 
Framework for AI Systems’, from which this White Paper 
results [65]. Kicking off this development, the goal of this 
White Paper is to outline the first steps toward the development 
of an accountability framework for AI-accelerated products. 
Based on the definition of accountability and its gaps in the 
context of AI described above, we propose to focus on four key 
aspects of accountability: 

(1) Who is accountable? 
(2) For what is someone accountable and towards whom? 
(3) How can the responsible entity ensure compliance 

with the identified duties of (2)? 
(4) And how can a satisfactory explanation of the 

measures taken for (3), in particular those related to 
the AI system, be given? 

To answer these questions, we are proposing a risk-based 
approach, as risk is one big challenge in AI and therefore brings 
with it the obligation to take mitigating actions. On top, linking 
responsibility determination to risks is an approach that already 
can be seen in similar studies or frameworks; the AI Act 
(Regulation 2021/0106), for instance, clearly implements a 
risk-based idea by classifying AI technologies into risk levels 
depending on their expected negative consequences due to 
sector-specific impacts or use- related concerns (i.e., use of AI 
in education is categorized as high-risk). 

The precise conception and design of such a risk-based 
accountability framework will be the center of future research 
to be conducted during the project. This Whitepaper is intended 
to explain the necessary fundamental principles to framing 
accountability in the context of AI systems risks and outlines 
the underlying core backbone. Specifically, we will discuss in 
the following our considerations on Questions 2, the 
identification of duties, and 3, how to comply with them. We 
argue that duties can be derived from technical risks linked to 
the developed AI system and need to be considered for 
organizations and society. To pave the way for answering 
Question 3, we review current approaches in industry and 
policy towards risk management, in particular linked to AI 
ethics. Finally, we derive major requirements for an 
accountability framework based on difficulties determined in 
the analysis, which will serve as key pillars for our future 
conception. 

2. Accountability for What: Risks of AI and their 
Implications 

Just like its benefits, the risks of AI systems are diverse and 

manifold, arising from technical deficiencies and unfolding 
their consequences for organizations and society. Unlike what 
is usually seen in the literature, technical issues should not be 
separated from their social consequences (Dahlin, 2021). 
Instead, the analysis of social and organizational implications 
should already be included in the design of an AI-enabled 
product, as proposed within the “ethical by design” approach. 

We suggest fulfilling this demand through a risk-based 
analysis targeting technical risks arising with AI technologies 
and their implications on two essentially affected actors: 
organizations and society. The organizational angle focuses 
mainly on the consequences faced by AI service providers, 
while the societal aspect refers to risks to individuals and the 
broader population (UNESCO, 2021). In the workshop 
“Accountability Requirements for AI Applications “ran in 
March 2022 in relation to the project [66] presented in this 
White Paper (IEAI, 2022) on the topic of risk assessment, 
participants with different backgrounds, interests and expertise 
highlighted the need for accountability as it relates to the 
implications of technical risks for societies and organizations. 
In other words, if AI systems themselves are at the origin of the 
risks by being implemented and used, the implications of bad 
or worst-case scenarios will be felt mostly by the organizations 
creating them, selling them, and by the users and their 
ecosystems. Those layers of consequences are the ones we will 
build our framework on, ensuring to consider a human-centered 
approach to the requested accountability. In Figure 1, we 
present our approach to risk categorization based on the 
workshop outcomes and the international proposition for 
regulations (e.g., EU AI Act, 2021; UNESCO, 2021) or 
principles (e.g., HLEG, 2018), as well as specific research 
focusing on related topics. 

 

 
Fig. 1.  Technical AI risks and their implications for organizations and the 

society 
 
The risk-based approach proposed here aims to clearly define 

the link between all three research angles; technical, societal, 
and organizational. This means that AI providers should be 
accountable for the risks associated with their system, whether 
on an organizational or societal level. 

A. Technical Risks 
Technical developments in the field of AI and especially in 

the sub-field of ML are rapid. The emerging technology enables 
more powerful products. Many of these products offer 
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opportunities for companies and society but are always 
associated with risks. Risks increase with the opportunities AI 
offers as applications have an ever-increasing impact on 
humans. AI technical risks are the primary reason an 
accountability framework for AI technologies is imperative. In 
the following section, we will highlight the critical technical 
risks of today's AI applications. 

AI promises to solve complex problems in the future that 
traditional analytical applications cannot. A subcategory of AI 
is ML, which uses a huge amount of data to learn these complex 
tasks. One of the main problems with this technology is that 
stakeholders can only see the input-output relationship, not the 
reason for a decision (Amodei et al., 2016). In general, more 
complex systems with higher performance lead to opaque 
behavior, often described as “black-box” behavior. Without 
additional technologies, a trade-off between performance and 
explainability must be made (Došilović et al., 2018). 
Essentially, the technical risks can be divided into two main 
problems in addition to the general design of the application. 
One is the performance of the algorithm, and the other is explain 
ability. 

Until a few years ago, AI application developers did not 
focus on transparent models, as the main goal was to make AI 
systems more powerful for market introduction (Arrieta, 2020). 
As the superiority of AI applications in some areas is beyond 
question, demands from legislators that require explainable 
algorithms become relevant (Goodman & Flaxman, 2017). Poor 
traceability of decision-making is a technical risk because 
application errors are difficult to identify: the risk of losing 
resources and time increases. Potential risks can arise from 
adversarial attacks, where weaknesses in the system can be 
exploited to change the decision-making process of an 
application (Eykholt et al., 2018). Without a traceable decision-
making process, it is impossible to monitor the system’s 
robustness during operation or analyze accidents afterward. The 
time required to identify errors can be significantly increased as 
a result. Explainable AI (XAI) techniques can help solve some 
of these problems. 

There are essentially two technical ways to achieve a 
trustable and understandable model with XAI. Either the 
development of transparent models from scratch or the post-hoc 
explain ability of ML models (Arrieta, 2020). In transparent 
models, attention is paid to the requirements of the model 
already in the design process. Examples of techniques in this 
area include linear/logistic regression, decision trees, or rule-
based learning. Models from this domain are easy to understand 
but limited in performance. Post-hoc explainability techniques, 
on the other hand, examine AI models where explainability was 
not considered during the design process. Some of these 
algorithms analyze the black-box environment of the ML model 
to obtain information about the relationship between input and 
output through perturbations. A potential risk here is that 
careful thought was not given to what the requirements should 
be when designing the application. The design phase of the ML 
application is one of the most important steps where crucial 
risks can be avoided. ML can only do what it was designed to 
do. If important features are not properly planned in advance, 

the product will not have the required capabilities. For example, 
the testability of models needs to be considered at the design 
stage and how critical evaluation criteria can be defined to show 
the application’s performance (Riel et al., 2017). 

A major risk to the business is the performance of the system. 
If robustness and accuracy are not high enough or are below 
stakeholder expectations, there is a risk of product failure. The 
AI system must operate safely under a variety of conditions to 
be successful in the market. If the system is not tested 
sufficiently or if it is not clear to the developers in which 
situations the system has weaknesses, then there is a great 
amount of uncertainty in its operation. For this reason, it is 
necessary to determine in the design phase what the 
performance of the system should be and where its limits are. If 
the system is a hybrid one in which the human takes over a 
monitoring task, it is necessary that the system is handed over 
to a human in case it cannot cope with the situation. An 
important task here is to train the system to assess the hazardous 
situation on its own or to explain to the user transparently why 
the system acts as it does (Macrae, 2019; Sokol & Flach, 2019). 

In supervised learning, data is the central element for the 
success of an ML model. ML applications are usually driven by 
a large amount of data. In order to train the system for the 
desired application, the first step is to generate or acquire a data 
set. During data acquisition, many risks can arise that can 
potentially harm stakeholders. First, attention must be paid to 
which data is captured and it must be ensured that the collected 
data meets the requirements of the subsequent application 
(Fischer et al., 2020). If data is collected from one domain in 
order to introduce the system to another domain, there is a high 
probability that the data will not meet the system requirements. 
Second, the data quality must be high enough. Two aspects are 
important, one is the distribution of the data and the other is the 
quality itself. If mainly data from female persons are used for 
human recognition, the uncertainty that male persons are 
recognized correctly increases (Richardson & Gilbert, 2021). 
Incorrect data distribution leads to discrimination between 
people and unfair behavior of the system. Data bias should be 
considered for this reason because of the risks it creates for the 
stakeholders (Richardson & Gilbert, 2021). 

During data collection, care must also be taken to ensure that 
the data is anonymized and that there is no unlawful data 
acquisition (Csányi et al., 2021). The risk posed by ML can also 
be solved by ML. Therefore, technology can be both the 
problem and the solution (Langarizadeh et al., 2018; Kushida 
& al., 2012). Indeed, ML makes it possible to anonymize 
sensitive elements of the data in an automated way so that no 
sensitive data is stored in the further processing steps. 

The training phase of the ML model is critical to the system’s 
performance. To get an overview of the performance of the 
system, it is recommended to visualize the training process of 
the model. The visualization provides an insight into whether 
the model is overfitted or underfitted for a specific situation 
(Cai & al., 2016). In statistics, overfitting refers to a model that 
is specialized in the training data, whereas underfitting means 
that the system is overgeneralizing. Overfitted models can reach 
a very high model quality in the training data set. However, if 
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applied to test data, significantly lower values for the model 
quality are the result. 

An important task after the development process of ML 
models is the monitoring and quality management of products 
in operation. If system maintenance is neglected, the risk of 
subsequent costs increases (Poth et al., 2020). Reducing high 
follow-up costs can also be achieved through an extensive 
testing phase. In this context, it is essential that the test 
scenarios match the required operational design domain and 
that the system is sufficiently tested to avoid misconfigurations 
(Breck et al., 2016). If a misconfiguration occurs, safeguarding 
strategies can help to catch system errors. For this purpose, it is 
advisable to consider worst- case scenarios that could 
potentially ensue. Especially in security-relevant AI products, 
it is recommended to work with safeguarding techniques. 

Another important feature of AI that should not be neglected 
is the high energy consumption of the technology. In the next 
few years, the energy consumption of data centers will increase 
significantly due to the use of AI systems (Cristian, 2022). The 
training process of AI systems, in particular, is resource- 
intensive. The increasingly powerful hardware components 
enable ever larger and more complex AI applications. The 
additional energy consumption must be considered financially 
and in terms of emissions. All the technical risks described have 
consequences for the management of a company and for 
society. These consequences are discussed in the following 
sections. 

B. Organizational Implications of Technical AI Risks 
Implications for the system provider resulting from 

uncontrolled (technical) risks of AI can be examined along four 
main categories: financial, safety, operational and reputational. 
As, essentially, all the above- mentioned technical risks affect 
all these consequence categories in one way or another, we will 
focus on the following on outlining some examples of the most 
influential risks per category and elaborate on why they 
particularly evoke consequences for the AI provider. 

First, financial consequences can result from unlawfully 
designed or faulty AI systems. The provider’s legal liability for 
products they put on the market is, hence, a key driver. As for 
any other product, AI providers can be held liable for 
shortcomings of their software. In this context, certain legal 
frameworks clearly apply to AI, too. For instance, the General 
Data Protection Regulation (Regulation 2016/679; GDPR) sets 
strict guidelines for the use of personal data, specifically, 
demanding lawful, fair and transparent processing, collection 
only for specified, explicit and legitimate purposes as well as 
recommendations for data accuracy and data storage (Art. 5, 
GDPR). High fines are in place if personal data protection is not 
ensured properly by the AI provider. Furthermore, requirements 
for the system’s functionality, security, and safety can be 
generically derived from currently existing legal frameworks. 
Warranty law defines standards to what extent a user can claim 
compensation in case of a product defect. In addition, warranty 
law, as well as competition, consumer, and tort law, lay down 
specifications for a system’s honest and fair design, leading to 
cease and desist or fines in case of false information on system 

operation or anti-competitive claims. On the other hand, some 
facets are less clear and particularly tricky when applying 
standard liability frameworks to the specific context of AI. The 
concrete details of how currently established liability regimes 
apply or should be adapted for AI are still discussed among 
scholars and practitioners (e.g., Ebers, 2021; Zech, 2022). 
Debated open questions include, for instance, to what extent 
personal data that is used for training is inherent in the resulting 
AI system itself or how to determine an AI’s quality that is 
customary for goods of the same type, e.g., regarding accuracy, 
that can define whether the system is free of defects. 
Additionally, it is still open to what extent risks linked to the 
ethical design of AI, such as a system’s transparency or 
fairness, will cause direct financial consequences for AI 
providers. The new Regulation of the European Parliament and 
the Council laying down harmonized rules on Artificial 
Intelligence (Regulation 2021/0106, AI Act) clearly mirrors the 
EU approach demanding lawful, safe, and trustworthy AI 
applications respecting existing law on fundamental rights and 
EU values. It provides the first indications that fines are to be 
expected in this regard. The AI Act still needs to be finalized, 
and remaining questions for AI liability clarified before we can 
be certain about all the concrete risks that elicit certain 
obligations. However, it can be confidently expected that the 
above-outlined risks will lead to financial consequences for AI 
providers in whichever tangible way. 

Second, (technical) risks can impact the AI provider’s 
reputation if not managed properly, summarized as reputational 
consequences. Reputational consequences are related to 
financial consequences, as an organization’s bad image can 
cause corporate performance losses. Still, examples such as 
Meta or Google, which are still criticized for their data 
protection approaches (e.g., The New York Times, 2022) yet 
remain highly successful, have shown that this is not 
necessarily the case. An organization’s reputation can be 
considered more than its monetary representation. Examples of 
technical risks that can negatively impact an organization’s 
reputation if unconsidered include data processing, in particular 
linked to data privacy and protection strategies, system 
functionality, safety and security, as well as ethical aspects in 
the AI’s design and development. In return, there are risks that 
can help improve an organization’s image if prevented, such as 
transparency and explainability, through fostering confidence 
with the technology and, hence, trust and acceptance. 

The third category of consequences for AI providers 
resulting from (technical) risks is safety and security 
consequences linked to physical or personal harm. These can 
follow from unlawful or faulty data processing resulting in 
violation of data privacy or data security issues, functionality, 
security and safety problems caused by the AI model, as well 
as a lack of transparency and post-deployment system 
monitoring. While safety and security issues ultimately include 
financial and reputational consequences, we examine them as a 
separate category due to their potentially serious impact. For 
example, financial consequences from safety risks arise due to 
the AI provider’s liability for damages caused by a defect of 
their product. In the EU, the Approximation of the Laws, 
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Regulations and Administrative Provisions of the Member 
States concerning Liability for Defective Products (Council 
Directive 85/374/EEC, The Product Liability Directive, PLD) 
regulates product liability and establishes a ‘strict liability’-
regime for a product’s defects. It declares the producer, 
respectively the manufacturer of the defective component, 
liable for any damage caused by a defect product to one of the 
protected rights. An exhaustive list of protected rights is 
specified, mainly including death, personal injury, and damage 
or destruction of property. There is still some debate about the 
extent to which software, and thus AI, falls under the PLD’s 
product definition and, therefore, whether the PLD is applicable 
at all. However, as the prevailing majority argues towards 
regarding AI as a product, liability for damages caused by 
deficient AI-based systems and therefore payment obligations 
can be expected (Cabral, 2020; Hacker & Passoth, 2021; Navas, 
2020). At the same time, unmanaged safety risks can cause 
reputational consequences for the AI provider. While their 
implications are less foreseeable than regulatory obligations, 
past examples have shown that safety and security problems of 
AI systems can lead to mistrust in the system potentially 
causing bad reputation (e.g., crashes of Tesla self-driving cars 
and the ongoing debate on to what extent autonomous driving 
can be permitted, or frequent occurrences of data breaches 
leading to the everlasting demand for high data privacy and 
security standards). The strength of reputational damage might 
depend on the type and purpose of the AI within the system. For 
example, accuracy issues of an AI component within self-
driving cars identifying pedestrians resulting in unsafe driving 
behavior can arguably lead to higher user mistrust towards the 
system overall than accuracy problems of a natural language 
processor within a chatbot application. Therefore, while their 
concrete strength and ultimate outcome are context-specific and 
hardly predictable, reputational consequences linked to AI 
safety and security risks are surely undeniable. 

A final category of consequences for the AI provider 
resulting from the above outlined (technical) risks relates to 
business operations, referring to enhancing internal company 
processes and performance. Ultimately, impacts on the 
company’s processes lead to financial consequences as good 
company performance should at best turn into profit. However, 
not every organizational operation can directly and exclusively 
be measured with monetary scales, such as employee well-
being or customer satisfaction. Therefore, impacts on the 
company’s ability to run operations smoothly are regarded as 
their own category. One exemplary risk that can lead to 
inefficient company performance is transparency. While, on the 
one hand, transparency is usually mentioned along with user 
empowerment, ultimately facilitating understanding and trust, 
the ability to understand an AI’s underlying processes can 
further help AI providers themselves in the development by 
identifying and targeting problems early on. This can prevent 
more serious risks, e.g., safety or fairness, or speed up the 
development phase by avoiding additional feedback loops. 
Therefore, technical risks can lead to a decline in operation 
performance if not managed properly. 

C. Societal Implications of Technical AI Risks 
When considering risks induced by the creation, 

implementation, and use of an AI system, it seems of utmost 
importance to connect the AI technical design analysis to its 
social implications, thus understanding the technologies’ 
possible impact on society and users (Dahlin, 2021). Indeed, if 
the intended purpose of a tool is the focus point of ethical 
evaluations, the AI technology’s impact on society might be 
unpredictable, due to unforeseen or incorrect use or (technical) 
risks (Regulation 2021/0106). Therefore, the identification of 
responsible and accountable actors needs to be thoroughly 
considered with regard to the possible adverse repercussions on 
society as a whole and particular individuals and groups of 
users. Building off UNESCO’s recommendations for AI Ethics 
(2021), the EU High Level Expert’s Group on AI’s 7 key 
requirements for a trustworthy AI (2019), and the European 
Commission’s proposition of the Artificial Intelligence Act 
(Regulation 2021/0106), we here propose an overview of the 
consequences that (technical) risks pose to society. 

The first agreed-upon principle of ethics for all AI systems is 
to “Do No Harm” and foster societal and environmental well-
being. Indeed, suppose the intention behind the implementation 
of new technology or its use allows for manipulative, 
exploitative, and social control. In that case, democracy, 
fundamental and human rights, could be in jeopardy. In the past, 
AI-powered bots on social media have demonstrated their 
power in spreading misinformation widely and frequently. If 
used in an electoral context to support one party or the other, 
they could pose a serious threat to political stability (Lapowsky, 
2017). Moreover, AI systems could provoke physical and 
psychological harm, which might be a widespread issue if used 
globally. In the context of mental health support agents or 
counselors’ bots, the risk is high due to their initial designed 
purpose (The Guardian, 2019). Reducing possible harm also 
includes considering proportionality in the use of an AI. In other 
words, “Do No Harm” takes into account the context of use and 
its actual positive influence on existing situations, with an 
importance of monitoring and re-adapting in case of misuse or 
errors. In the context of environmental actions to fight against 
climate change, ML algorithms are used to estimate the carbon 
dioxide absorption of a forest from aerial imagery-based 
analysis (Reiersen et al., 2021). The calculations have shown to 
evaluate retention of carbon dioxide as higher than it actually 
is, thus underestimating the amount of forest carbon dioxide 
credit needing to be bought by emitters to get to a net-zero 
emission (Reiersen et al., 2021). Overissuing those carbon 
dioxide credits can have a significant adverse effect on the 
environment (Han, 2021). 

 Some of the issues related to the well-being of society and 
the environment can be identified and managed early on with 
the implications of humans in the loop, on the loop, or in 
control, which leads us to our second set of societal implications 
relating to the risks brought by a lack of human oversight, 
agency, and accountability. A lack of attribution of ethical or 
legal responsibility at each stage of the AI life-cycle to legal 
entities or physical persons can result in the absence of assigned 
oversight over the tool’s decisions and actions. The risks for 
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society as a whole here would be the reduction of human 
autonomy and possibly impeding fundamental freedoms of 
individuals. During the pandemic, for example, Stanford 
Medical Center implemented a logistic AI to decide to whom 
within the hospital staff should receive the first 5000 doses of 
vaccine. The AI proposed only seven frontline resident workers 
within the 1300 first individuals chosen for priority vaccination. 
Even though made aware early on of the issue, the hospital 
leadership did not change their method immediately and 
blamed the algorithm's complexity. Later, Stanford apologized, 
and each team management was given the authority over 
vaccination priority within their own team (Guo & Hao, 2021). 
Humans should be part of the final decision and monitor the 
AI’s process while knowing who is to be held responsible in 
case of mishap, especially in contexts where the decision relates 
to highly important matters for one’s life such as health, 
education, or societal and environmental well-being in general. 

To reach a clear view of who is responsible for what 
throughout the AI life-cycle and relate to all other ethical risks 
presented in these sections, the need for transparency and 
explainability, whether to technical or non-technical actors, is 
paramount. These two principles lie with the requirements for 
understanding how and why the decision was made by the 
system (Ribera & Lapedriza, 2019; Miller, 2019; Hoffman et 
al., 2018; The Alan Turing Institute, 2019), reducing the risk of 
induced acceptance, or acceptance through ignorance, 
threatening practical accountability with respect to technology 
(Loi & Spielkamp, 2021). While in some cases, decisions will 
have a low impact on society and users, such as price 
forecasting for raw materials within the industry (Chai Price 
Forecasting, 2022), they might lead to major changes for 
populations and sectors. For example, trading algorithms are 
now largely involved in shaping markets and trades worldwide 
(Dahlin, 2021). The lack of traceability, communication, and 
education regarding the inside process of AI can have strong 
consequences on its acceptance within society, proper use, and 
success. 

Some principles of AI ethics, supporting the identification of 
risk areas for the technology, might relate to more precise 
groups and individuals. The questions of fairness and non-
discrimination, for example, highlights possible risks for 
specific groups of diverse populations. A practical example of 
a biased AI- based decision’s high impact on lives took place in 
2020 in the United Kingdom: An algorithm was put into place 
to support grading for A-Levels (exams taken prior to entering 
university, with a high weight in the selection process to enter 
higher or lower ranked universities), building off school’s 
historical performance, and the ranking of students within their 
current school. Fee-paying private school students scored 
better, unfairly scaling the results for lower socio-economic 
background students at a furthest lower rate. The 
algorithmically determined results were canceled once the 
flaws were pointed out by schools, and teachers gave grades 
based on the students’ work throughout the year (Porter, 2020). 
When considering those issues, context is to be taken into 
account. In 2021, AI research and development was led mainly 
by institutions present in the United States, the European Union, 

and China (Zhang et al., 2021). Additionally, in the same year, 
women represented only 32% of the roles in AI and data (World 
Economic Forum, 2021). This unequal repartition entails a 
responsibility for the leading regions to ensure a universally fair 
and non- discriminatory design, training, and education 
surrounding the AI-products proposed with regard to the 
populations they will be used by, at the risk of creating 
inequitable access, discrimination towards, and exclusion of 
specific people (Barocas & Selbst, 2016). 

Setting standards for ethical practices within its region, the 
EU implemented in 2018 the General Data Protection 
Regulation (Regulation 2016/679), paving the way to high 
consideration of rights to privacy and data governance, 
supporting users’ awareness and agency regarding personal 
information control. The privacy principle, when endangered, 
can have high repercussions on an individual, a group, or 
society. In September 2021, researchers discovered a spyware 
called Pegasus which had infected multiple Apple devices, 
allowing the perpetrator to access and record messages and calls 
as well as turn the tools’ camera and microphone on without the 
user’s knowledge. The company at the origin of this software 
initially sold its product to governments, presumably to 
scrutinize terrorists and criminals. It has been seen that the 
spyware was also used to collect information on activists, 
journalists, and politicians (Perlroth, 2021). Moreover, within 
the scope of an AI system, the recording of human behaviors of 
individuals and groups might include sensitive information 
such as political views, names, and sexuality. Thus, more than 
the need to train the AI system with representative data to 
reduce discrimination, the protection and confidentiality of 
such knowledge needs to be ensured. 

Finally, unwanted and unexpected harm might occur while 
using an AI system, whether coming from a voluntary external 
attack on the system or due to internal accuracy issues and thus 
mis-judgment from the tool itself. Consequences of such 
actions can go from a smart thermostat within a home derailing 
and burning down the house, to a robot making a deadly mistake 
in surgery (Schütte et al., 2021). When related to safety and 
security implications, such mishaps might impact the physical 
or mental integrity of an individual, or a group of users, 
highlighting the need for technically robust and secure AIs. 

To sum up, the technical risks of an AI system can and do 
impact both organizations and societies. The considerations 
presented here give insights into risk categorization and 
assessment. While aiming at building an accountability 
framework, risk management needs to be considered to define 
responsibility sharing between stakeholders. In the next 
chapter, we present and discuss existing risk management 
approaches and their limitations brought up by governments, 
international organizations, and the industry sector. 

3. How to Define Accountability: A Risk Management 
Approach 

Accountability is to be defined with regard to the 
consequences of risks induced by AI systems. In the previous 
section, we illustrated the different types of technical risks and 
their possible implications for companies, societies, and users. 
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To reach an agreeable responsibility and liability framework for 
all AI technologies, it is important to build on existing work 
allocating tasks to reduce and manage said risks, as they will 
allow for a layout of stakeholders involved in their prevention 
and resolution. We here review existing risk management 
frameworks for AI systems at the international and business 
level. 

A. International Risk Management Concepts 
Governments and international organizations are attempting 

to create risk management frameworks for AI systems in order 
to define and clarify best practices. 

In 2019, the European Union’s High Level Experts Group 
(EU HLEG) on AI put forward a basis for AI ethics in Europe 
in presenting their seven key requirements for a trustworthy AI. 
In the paper, the authors highlight the current need for 
appropriate tools to mitigate risks proportionally to their 
magnitude. In other words, current risk management tools are 
inadequate for all types of AI systems, and do not take into 
account the importance of a risk, its probability of occurring, or 
its prevalence as a factor, thus impeding a customized solution 
for each AI technology independently. The document proposed 
by the EU HLEG (2019) does not propose a clear solution to 
the issue, but rather gives a list of questions to be asked by AI- 
developers and providers throughout the life-cycle of the AI 
concerning ethical risks, proposing a draft for ethical risk 
assessment. Nevertheless, this work is at the origin of multiple 
initiatives that are building risk management frameworks on the 
international scene. 

Building off the prior mentioned work, the OECD (2022) 
proposed its framework for the classification of AI systems. 
This framework can be used for risk management, informing 
relevant work on mitigation, compliance, and enforcement 
throughout the AI system lifespan, while including a corporate 
governance angle. Differentiating the “in the lab” and “in the 
field” contexts for AIs, the management approach highlights the 
need for monitoring the use and evolution of a system in 
addition to the conception and development phase. When used 
by different AI providers and developers, the analysis of their 
use of the tool allowed them to identify its limitations: the 
framework is more applicable to specific AI systems than 
generic ones, and technical characteristics seemed harder to 
evaluate than social impact, making the tool less accurate than 
desirable. In addition to this framework, the OECD (2021) 
proposed a list of tools for trustworthy AI categorized by 
technical, procedural, and educational topics and usable for risk 
management of AI systems, paving the way towards a more 
applicable risk management approach for AI systems on the 
global level. 

In another example, the European Commission suggested 
four degrees of risk as part of the AI Act (Regulation 
2021/0106) proposal. Each level has different requirements to 
be met in the risk management phase, without giving a clear 
line of conduct or step-by-step tool to achieve said 
requirements. It seems important to highlight that the risk-
assessment and risk-mitigation framework for the AI-systems 
approach is considered in individual countries as an acceptable 

and applicable approach to the problem while not being fully 
implemented or defined yet (e.g., NIST, 2022; German Data 
Ethics Commission, 2019). 

In general, standard criteria can be found throughout the 
different approaches of governments and civil society 
organizations for defining the risk level of an AI application or 
system, regardless of the number of risk levels or whose 
organization provides them (OECD, 2022): 

• Scale, i.e., the severity of the harmful implications 
(and probability). 

• Scope, i.e., the range of application, such as the 
number of people who are or will be affected. 

• Optionality, i.e., the degree of choice in whether to be 
exposed to the impacts of an AI system. 

However, at this time, no risk management framework 
applicable to all types of AI systems has yet been presented 
internationally by governments or organizations. 

B. Risk Management Concepts Proposed by Academia and the 
Industry 

The private industry has also recognized the validity of risk-
based approaches and the need to react to both technical and 
ethical AI risks. For instance, many companies, such as BMW 
[67] or Novartis [68], have started to define principles or create 
codes of conduct for the ethical and responsible use of AI. 
While this is already a major step towards AI accountability, it 
predominantly targets clarifying challenges and determining 
risks and responsibilities. In particular, a second main 
dimension of accountability, the proving of meeting and 
complying with responsibility obligations, is currently rarely 
met. 

In order to account for identified risks, technical and 
methodological tools are increasingly developed by academia 
and industry following two major strategic approaches: risk 
prevention and risk detection and mitigation. While risk 
prevention proactively targets an improvement of software 
quality, reactive approaches like risk detection and mitigation 
aim at assessing and reporting risks, as well as pre-defining 
measures to manage and compensate for potential harm 
(Clarke, 2019). 

The first stream of risk management strategies, risk 
prevention, is highly targeted through technical tools to adapt 
software quality and system capabilities. In particular for 
societal challenges, practically addressing specific AI ethics 
principles, among them often fairness and transparency (Ayling 
& Chapman, 2021), has become a research topic of increased 
interest. To tackle fairness problems, toolkits, such as IBM’s AI 
Fairness 360 suite [69], have been developed aiming at 
exhibiting or even removing biases in the used datasets and AI 
models. Techniques leveraging transparency highly 
complement such fairness improving methods, as sources of 
bias can be more easily spotted. Coding libraries, like LIME 
[70] or SHAP [71], have been proposed to actively increase the 
system’s transparency by design, helping reveal bias along with 
other hidden risks. This can further serve as a step towards real 
accountability, as transparency is often a prerequisite for 
demonstrating that responsibilities have been respected and 
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appropriately addressed. 
While risk prevention can help avoid some AI-related risks, 

not all of them can be controlled early on or during 
development. Therefore, reactive risk management strategies 
relying on ongoing monitoring and mitigation are needed to 
ensure long-term risk governance. 

Using standardized procedures to quantify and handle risks 
is common in many fields; therefore, multiple guidelines and 
standards have been developed. For example, ISO 31000 
outlines a classic risk management process, using risk 
identification, analysis, evaluation and treatment and aligned 
with ongoing monitoring, communication, recording, and 
reporting. These fundamental steps have been transferred to 
more context- dependent risk management strategies. The 
ISO/IEC/IEEE 16085:2021 standard, for instance, documents a 
risk management process model for system and software 
engineering, including risk management planning, risk 
analysis, and monitoring, risk treatment, and management 
process evaluation. More closely adapted to the context of AI, 
ISO/IEC DIS 23894 lays down management approaches 
regarding AI risks, involving risk assessment (risk 
identification, analysis, evaluation), risk treatment (selection, 
preparation, and implementation), monitoring and reviewing 
and finally recording and reporting. 

Simultaneously, academia has adopted these elementary 
steps and suggested more practical methodologies for their 
implementation. Clarke (2019), for instance, examines 
principles and business processes for responsible AI. He calls 
for greater inclusion of affected parties, proposing a multi-
stakeholder risk assessment and management process that 
follows a standardized approach along the lines of risk analysis, 
risk mitigation design and risk treatment and further includes a 
more detailed assessment of the organization and stakeholders 
to protect own interests as well as account for those of related 
actors and the broader society. Felländer et al. (2021) similarly 
target shortcomings of existing risk management procedures, in 
particular, the challenge for organizations to practically apply 
ethical guidelines while missing dedicated and workable tools. 
They propose the methodology ‘Data-driven Risk Assessment 
for Ethical AI’ (DRESS- eAI) which incorporates (1) problem 
definition and use case scoping, (2) risk scanning and profiling, 
(3) risk assessment, (4) identification of risk mitigation 
measures, (5) stakeholder engagement and (6) reviewing and 
maintaining the risk management process. 

While research and academia theoretically determined risk 
management strategies, their structured, systematic application 
is still lacking in practical and comprehensive realization. 
Examples of how the industry starts to discuss risk governance 
approaches from a practitioner’s perspective have been 
gathered by Ezeani et al. (2021). Several partnerships and 
initiatives have been launched that recognize and particularly 
target AI risks, such as the Partnership on AI, initially founded 
by AI researchers from Apple, Amazon, DeepMind and 
Google, Meta, IBM and Microsoft, with now more than 100 
member organizations, or The Software Alliance (BSA), a trade 
group representing commercial software developers founded by 
Microsoft in the 1980s (Ezeani et al., 2021). 

However, these examples also show that a uniform risk 
management procedure has not yet been established in practice. 
This in turn, poses a problem for standardizing accountability 
measures, as appropriate risk management is a prerequisite for 
defining responsibility obligations and demonstrating 
compliance with them in a transparent manner, i.e., 
accountability. 

At this time, public and private sectors are developing and 
trying to bridge the gap between ethical requirements and 
practical applications of risk management for AI systems, as the 
interest grows, and regulations are being developed. In our 
work, we propose to support and participate in this evolution 
towards applicable ethical risk mitigation for AI systems by 
defining actors to be held accountable and proposing strategies 
to be implemented at each step of the AI life-cycle. 

4. Conclusion & Outlook 
The takeover of many tasks in our society by AI requires new 

regulations, as the actions are more far- reaching than for 
conventional products and processes. Many scholars, therefore, 
call for a transition of research regarding responsible AI from 
principal definition to proposition of practical methodologies 
and frameworks (e.g., Schiff et al., 2020; Morley et al., 2021). 
While AI ethics research has long focused on the ‘what’, it is 
increasingly demanded to now continue by targeting the ‘how’ 
(Morley et al., 2021). 

In this paper, we defined the most pressing questions to 
manage accountability for AI-enabled products and suggest 
addressing them using a risk-based approach. Therefore, we 
studied the risks posed by AI- accelerated technologies and 
examined their possible implications from two perspectives: 
societal and organizational. The investigated angles can help 
develop a management-oriented framework that companies can 
apply throughout their product development process. Further, 
those angles reveal the need for a new way to manage and 
mitigate negative effects, as standard legal or ethical 
frameworks cannot be used for AI-enabled applications without 
further adaptations. 

We suggest building such an accountability framework along 
two major requirements. A practical tool is needed to encourage 
organizations in charge of transitioning to the more responsible 
use of AI to easily manage risks and obligations. Thus, an 
important pillar of our suggested accountability framework is 
the ease of use and practicality, e.g., ensured through increased 
stakeholder engagement and expert consultation. A second 
important pillar is a general applicability in different contexts. 
The lack of a standardized and coherent approach to risk 
identification, reporting, and associated accountability hinders 
universal mitigation. We seek a holistic and generalizable 
approach to promote the harmonization of currently proposed 
methodologies. These requirements   can   enable   the   design   
of   an accountability framework that leverages risks and their 
consequences to create a risk-management- based approach 
and, simultaneously, place applicability and feasibility at the 
center. Implementing these key requirements as well as the 
concrete conception of our suggested framework approach will 
be the purpose of our future project activities. Additionally, 
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extending our current work, we will in the future hold more 
experts’ workshops to learn directly from practitioners their 
needs and understanding of the current AI industry situation in 
the EU context. 
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