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Abstract: Sign language is a visual language used by deaf and 

mute people to communicate. It is a rich and complex language 
with its own grammar, syntax and vocabulary. Sign language is 
essential for hearing impaired people as it is their primary means 
of communication. It allows them to communicate with the world 
around them, express their thoughts and feelings and participate 
in social activities. Sign language is also important to the hearing 
community as it provides a bridge between the deaf and the 
normal people. By learning sign language, hearing people can 
communicate with their deaf peers, breaking down 
communication barriers and promoting inclusivity. Sign language 
is a vital and valuable language that deserves recognition and 
support. Here we are using the open-source MediaPipe library 
provided by Google. 
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1. Introduction 
Communication is main medium for human beings to 

connect, communicate and understand one another's ideas and 
opinions. Speech is often considered the best way to 
communicate ideas. There are more than 70 million people who 
are mute or hard of hearing. These people can communicate via 
postures, body movements, eyes, eyebrows, and hand gestures. 
People with hearing and/or speech impairments use sign 
language as their natural mode of communication [3]. 

Signs are gestures made with one or both hands accompanied 
by facial expressions with specific meanings. Although deaf, 
hard-of-hearing, and mute people can easily communicate with 
each other, integration in educational, social and work 
environments is a significant barrier for the differently abled. 
There is a communication barrier between an unimpaired 
person who is not aware of the sign language system and an 
impaired person who wishes to communicate. According to the 
survey conducted by google it is saying that more than 70 
million people are deaf or hard of hearing.  These people can 
communicate with facial expression, body movements, eyes, 
eyebrows and hand movements. Deaf or dumb impairments use 
sign language as a means of communication. Gestures are 
handed gestures with facial expressions that have specific 
meaning. Although deaf, hearing impaired and speech impaired 
people can communicate easily, integration of education, social 
and work environment are important implications for people 
with different abilities. There is a communication barrier 
between non-disabled people who do not understand the  

 
instructions and people with disabilities who want to 
communicate. But it is one of the most effective way to 
communicate for the impaired ones and it is one of the growing 
technique. Therefore, we use gesture recognition using 
MediaPipe and Raspberry Pi [2]. 

Many countries have their own languages. There is no 
universal language. Each country follows its own language and 
accent are different compared to others. Below ones are some 
of the different sign languages. There is American Sign 
Language (ASL), the UK has English (BSL), India has Indian 
Sign Language (ISL), China’s own language, Chinese Sign 
Language (CSL), and Thailand has Thai Sign Language (TSL). 
We are using Indian Sign Language (ISL) [1].  

2. Objectives 
• The people who are specially challenged such as the deaf 

and dumb communicate with others using sign language and 
those people need a translator to help others understand what 
they are trying to tell. 

• But not everyone has that capacity to employ a translator 
and thus they may not communicate with others easily. 

• To implement MediaPipe based sign language to speech 
conversion. 

• To interface it with raspberry pi to convert signs to speech. 
• When the sign is shown, the webcam captures the sign and 

detection of sign is done. 
• After detection, the output is heard through the speaker. 
• A feature is added for the purpose of security, where by 

showing help sign the guardian of the specially abled gets 
the message through telegram. 

3. Literature Review 
A paper published [1] provides a comprehensive review of 

sign language recognition. In this paper MediaPipe library 
provided by google is used. It is a well-trained model to achieve 
high performance. Gestures of a hand can be determined using 
MediaPipe library using different technologies. Less computing 
power and the adaptability to smart devices makes the model 
robust and cost-effective. Training and testing with various sign 
language datasets show this framework can be adapted 
effectively for any regional sign language dataset and 
maximum accuracy can be obtained. 

Another paper [2] covers about a real-time sign language 
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recognition using MediaPipe. This paper gives knowledge 
about how MediaPipe library works. In this paper they have 
collected dataset consisting of 900 samples for 10 signs, for 
menu selection. 

In paper [3], Raspberry Pi application for real-time motion 
gesture recognition using webcam input in Python is 
implemented. Future implementations or features which can be 
added is given in this paper. 

In paper [4], a real-time vision-based system is proposed to 
monitor objects (hand fingers). It is based on the Raspberry Pi 
with camera module and programmed with Python 
programming language supported by OpenCV library. The real-
time vision-based system is implemented efficiently using 
python, OpenCV library, Raspberry Pi, camera and Linux based 
LCD.  

The advantages and disadvantages of MediaPipe library can 
be summarized as follows: 

• It gives high percentage of accuracy compared to other 
algorithms (example: Yolo). 

• Open-source hand gesture tracking pipeline that is 
media pipe is a platform independent works on variety 
of platforms like Android, iOS, Web and desktop 
PC’s. 

• Although sign language modeling using image 
processing techniques has evolved over the past few 
years, the methods are complex and require high 
computational power.  

• The time required to train the model is also high to 
training and testing. 

4. Methodology 
Fig. 1 depicts the different stages of our project that is data 

collection, pre-processing, training and testing, hardware 
implementation and sign recognition. Firstly, it is implemented 
in software using programming language python, algorithm 
media pipe and SVM. Then connection is made to the hardware. 
Components required are Raspberry Pi, speaker, pi camera, 
webcam and SD card. 

Stage 1: Data Collection 
In the project we are using Indian Sign Language (ISL). First 

step is to get an idea on what are the signs used in ISL. From 
[5] we selected some of the signs and started off with the data 
collection. We wrote python code for collection of data. We 
collected around 100 images for each sign stored them in a 
folder named datasets. Signs can be of one hand or both the 
hands, hence we have created different folders for single hand 
and both the hands. 

Stage 2: Pre-processing 
Python code or pre-processing is written, where we take the    

images collected in the previous stage as input and detect the 
hand present in the image. Fig 3 gives output for the code 
written. Then we crop the image, in such a way that only hand 
is visible. Then we apply media pipe algorithm on the cropped 
image and get the landmarks for the hands and store the 
landmarks as csv files. CSV is a text file format where comma-
separated values store the whole data accordingly. Therefore, 

CSV data can be easily opened in various text editors like 
Notepad, excel and can be analyzed for fetching and mining the 
needed details.[1] 

In this project, we get 63 columns of data for 1 hand and 189 
columns of data for both hands as shown in Fig 4. In csv file we 
take into account the data in 3D plane hence we get so many 
columns of data. 

Fig. 1.  Block diagram 
 

 
                        Fig. 2.  Dataset collected for call 
 

 
Fig. 3.  Output of code for generating csv file 
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Fig. 4.  csv file generated 

 
Fig. 5.  Training output got for two hand datasets 

 

 
Fig. 6.  Confusion matrix generated for two hand datasets 

 
Stage 3: Training and Testing 
Python code for training is written where we take csv file 

generated in previous stage as input and divide them into 
training and testing data. Using the SVM algorithm we train and 
test the model shown in Fig. 5. Fig. 5 shows heatmap 

(Confusion matrix where we get to know false predictions and 
true predictions) generated. In the end we generate a pickle file. 
Pickles allow for flexibility when deserializing objects. We can 
easily save different variables into a Pickle file and load them 
back in a different Python session, recovering our data exactly 
the way it was without having to edit our code [2]. 

Stage 4: Hardware connection 
 After training, we write a python code for recognition of 

signs which is loaded to the Raspberry pi. The input    is the 
pickle file which is generated. Once the code is loaded, we 
make required connection to the raspberry pi, pi camera and 
speaker. 

 

 
Fig. 7.  Hardware connection 

 
Stage 5: Sign Recognition 
After all the connections are made, we can show the signs 

through the pi camera and the output is heard through the 
speaker. We have one emergency symbol present, when the 
symbol is shown, the message is sent to the guardian of the 
impaired person along with the image. The message is gone 
through telegram.   

5. Proposed Model Requirement 
1) Software requirement 

• Operating system: Windows 10 and later version 
•  Coding Language: python 
•  Tools: Python IDLE, Google collab 
•  Algorithm: MediaPipe, SVM 

2) Hardware Requirement 
• Raspberry PI 
• Raspberry PI Camera or Web Camera 
• Speaker 
• Battery & SD card  

6. Result and Discussion 
We trained the model and started off with the recognition of 

signs. Some of the results are shown in the below figures. 
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Fig. 8.  Input for sign 1 

 
In Fig. 8, Input for sign 1 is given and the output is detected 

and output is got through speaker. 
 

 
Fig. 9.  Input for sign “Hello” 

 
In Fig. 9, Input for sign hello is given and the output is got 

through the speaker. 
 

Fig. 10.  Output for sign “House” 
 
In Fig 10 input for House is given and the output is got 

through the speaker. 
 

 
Fig. 11.  Hardware interface 

 
Fig. 11 shows the hardware interface of the project. 
 
Output: 
 

 
Fig. 12.  Output got after assembling hardware 

 
In Fig. 12, we have got the output for sign one after 

interfacing with Raspberry Pi. 
 

 
Fig. 13.  Message received through telegram 
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In Fig. 13, for sign Help the message along with the picture 

is sent to the guardian’s phone through telegram. 

7. Future Scope 
• Application that is both mobile and web-based can be 

developed. 
• Image processing should be enhanced so that the system can 

communicate in both directions, i.e., transform conventional 
language to sign language and vice versa. 

• Recognize motion-related indicators. 

8. Conclusion 
This paper gives one of the best methods for hand gesture 

recognition using media pipe. This will be responsible to create 
meaning in the lives of disabled people. With an average 
accuracy of 99% on most sign language dataset using Media 
Pipe and machine learning, our proposed methodology shows 
that MediaPipe can be effectively used as a tool to accurately 
detect complex hand gestures. With less computing power and 
adaptability to smart devices, the model is robust and cost-
effective. Training and testing with different sign language 

datasets show that this framework can be efficiently adapted for 
any regional sign language dataset and maximum accuracy can 
be achieved. Faster real-time detection demonstrates the 
effectiveness of the model better than the current state of the 
art. In the future, the work can be extended to introduce word 
detection in   sign language from videos using Media pipe and 
various algorithms. 
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