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Abstract: Hate speech is an issue that frequently happens when 

somebody speaks with one another utilizing social media on the 
Web. Despite the fact that artificial intelligence frameworks are 
set up to ban such messages. The main issue that arises in these 
cases is the high false positive rates, so we need mechanisms to help 
counter such issues and distinguish hate speech without 
sabotaging the freedom of expression. Likewise, the identification 
of hate speech in recordings is more difficult than straightforward 
plain text. In this project we'll research and make a system for 
detection of hate speech in videos and text utilizing a classification 
approach in AI with different techniques such as Logistic 
Regression, SVM, decision tree. The execution of video to text is 
also something we'll work on. The recent uptick of people using 
social media has led to a lot of conflicting views, although healthy 
conversation is an important part of debates some of the content 
that is being shared online is offensive and can often be downright 
hateful. It is important to recognize which messages are actually 
hateful and offensive and which are not to encourage healthy 
debates over the internet. 

 
Keywords: Machine Learning, Hate Speech, SVM, Natural 

Language Processing, Decision Tree, Logistic Regression. 

1. Introduction 
Hate speech is an issue that frequently happens when 

somebody speaks with one another utilizing social media on the 
Web. Despite the fact that artificial intelligence frameworks are 
set up to ban such messages. The main issue that arises in these 
cases is the high false positive rates, so we need mechanisms to 
help counter such issues and distinguish hate speech without 
sabotaging the freedom of expression. Likewise, the 
identification of hate speech in recordings is more difficult than 
straightforward plain text. In this project we'll research and 
make a system for detection of hate speech in videos and text 
utilizing a classification approach in AI with different 
techniques such as Logistic Regression, SVM.  

It's been observed that many people are often affected by hate 
speech in videos as well as text. This project aims to implement 
hate speech recognition using AI Ml which would prove to be 
extremely useful in this world of social media. From using a 
dataset then preprocessing, classifying and creating an 
evaluation model for it and then to find the result, all will be 
done by the system. 

 

2. Methodology Used 

A. General Methodology 
• SVM, Decision Tree, Random Forest, and speech 

recognition for the project's video to text component 
will all be employed as the methodology for this 
paper's detection of hate speech and objectionable 
words. 

• Supervised NLP will be used to create the model. 
• Using a dataset then preprocessing, classifying, and 

creating evaluation models for it and then find the 
result. 

• Random Forest- Large volumes of data are classified 
using a variety of machine learning techniques, 
including Random Forest. 

• One of the most well-liked supervised learning 
algorithms, Support Vector Machine, or SVM, is used 
to solve Classification and Regression problems. 
However, it is largely employed in Machine Learning 
Classification issues. 

• Supervised Machine Learning techniques like decision 
trees involve continuously segmenting the data based 
on a particular parameter. 

• We will also look into using NLP based API’s to 
transcribe the audio and video files into text files. 
 

 
Fig. 1.  Methodology flowchart 

B. Data Collection 
For this study we selected a public dataset which labeled data 
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into two categories with their respective classifiers. The dataset 
had a total of 31962 tweets and were labeled into two distinct 
classes, namely, hate speech and non-hate speech. The dataset 
consisted of about 7.04% of tweets classified as Hate Speech 
and 92.96\% as Non-Hate Speech. The distribution of the 
dataset is given in figure below. 

 

 
Fig. 2.  Data collection 

C. Data Pre-processing 
Data pre-processing is an important precursor to feature 

engineering, because it cleans the data and reduces the 
possibility of redundant, noisy and non-informative data. A lot 
of preprocessing functions were used to prepare the data. First 
the data was converted into lower case, then links and keywords 
like hashtags and @s were removed, then redundant symbols 
and stop-words were removed, then the tweets were tokenized. 
Then duplicates were dropped and the tokens were lemmatized 
meaning similar meaning words of words that were used in 
similar contexts were converted into their root forms. 

 

 
Fig. 3.  Data preprocessing 

D. Feature Engineering/Vectorization 

Feature engineering or feature extraction is the process of 
converting raw data (text in this case) to vectors of numbers that 
can be used by machine learning models. 

E. Data Split 
The training and testing portions of the data set were 

randomly divided. The classification model, which employed a 
number of different classification algorithms, was trained using 
the training data, and the model’s output was assessed using the 
testing data. 

F. Classifier Evaluation 
After training a classification model, the next step is to 

evaluate the results we get when we test the model using testing 
data to make sure that the results meet the expectations set by 
the creator. To evaluate the model, we use a confusion matrix. 
A confusion matrix is table or a matrix with 4 combinations of 
expected and predicted values. The four combinations include 
True Positive (TP), True Negative (TN), False Positive (FP), 
False Negative (FN). 

 
Fig. 4.  Data split performed on the dataset 

 
There are four majors for evaluating a model; these are 

Accuracy, Precision, Recall and F-score. 
Precision – How accurately a model predicts depends on 

precision. It can alternatively be described as the proportion of 
accurate positive predictions to all of the model’s positive 
predictions. 

 
Accuracy – Accuracy determines how correctly the model 

predicts classifiers. It can alternatively be described as the 
proportion of accurate predictions to all predictions. Or 

 

 
 
Recall – Recall is the measure of how effective a model is at 

predicting the class of values. It can alternatively be 
characterized as the proportion of the number of values 
successfully predicted compared to the total number of values 
expected to be correctly forecasted. Or 

 
F1-Score – F-score is the harmonic mean of precision and 

recall. Or 

 
The confusion matrix for the logistic regression model is 

given in fig. 5. 
 

 
Fig. 5.  Confusion matrix for logistic regression 
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G. Hyper Parameter Tuning 
Hyper parameter tuning is the process of selecting 

parameters that increase the efficiency and accuracy of a 
machine learning model. We use hyper parameter tuning to 
significantly increase the accuracy of our model. 

 

 
Fig. 6.  Hyper parameter tuning performed 

H. Audio Recognition 
The implementation of recognizing audio-based hate speech 

is very straightforward. It involves first transcribing the words 
said in an audio file into text and then feeding the text back into 
our model. There are various methods to implement this, it can 
be done by either using built in python speech recognition 
libraries or by using API’s like Assembly AI’s API. We make 
the use of Assembly AI’s API to transcribe the audio data to 
text. We do this by sending a request to Assembly AI with the 
audio file we need transcribed, and then receiving the 
transcribed text back. 

I. Dataset 
The dataset used in this study is a publicly available dataset 

that compiles a large number of tweets on the basis of two 
classifiers, that are hate speech and non- hate speech, which are 
represented by 1 and 0 respectively. After using this dataset to 
train our model we add the test data to improve upon our model. 

3. Results 
In this section, we discuss the results and findings we 

achieved after performing this study. The results were compiled 
as a confusion matrix of the different TP, TN, FP and FN 
obtained when testing out our model. The results were then 
compared to the values obtained after Hyper Parameter Tuning. 
There was about 2% increase in the accuracy of the model with 
significant increase in precision recall and F1-score. Without 
hyper parameter tuning the precision, recall and F1-score were 
0.94, 0.94 and 0.91 respectively but after hyper parameter 
tuning, they showed significant improvement. The values for 
precision, recall and F1-score were 0.96, 0.96, 0.95 
respectively.  

We can clearly see that there is a significant decrease in the 
number of false positives and false negatives predicted by our 
model.  

Before hyper parameter tuning about 405 tweets were 
incorrectly predicted but after hyper parameter tuning only 272 
tweets were incorrectly predicted. 

 
Fig. 7.  Confusion matrix after hyper parameter tuning 

4. Conclusion 
In this project, we worked towards a real-world problem 

statement and got to learn a lot of things from our research work 
that we did towards drawing meaningful insights and 
recommending focused strategies to improve revenue and 
enhance customer retention. Here we derived the steps and the 
values that we will be requiring to implement this project which 
includes Understanding the problem statement, Analyzing the 
best approach present, Documenting the research and steps of 
Data Visualization, Data Pre-Processing, Vectorization and 
Data Split, Applying Logistic Regression, Confusion Matrix & 
Classification Report and Hyper Parameter Tuning. Basically, 
in this Project, we did all the research and documentation work 
and finalized the approaches and the steps which will help while 
implementing the methodology step by step. We implemented 
the methodology and made various observations which are 
presented in the result section of the paper. 

5. Limitations 
Although there are various methods to train a machine 

learning model it’s almost impossible to achieve 100% 
accuracy. One more problem lies in sentiment analysis of a 
statement, although we can understand the sentiment of a 
person through a statement made by them with relatively high 
accuracy, some statements can be satire and sarcasm and 
therefore be incorrectly flagged as offensive speech as these 
issues can only be correctly recognized by humans.One more 
problem that one might come across for text-based models is 
the hate speech in the form of videos. Although we can use 
audio and convert it into text with relative ease, for videos, 
computer vision would also play a big part in making an 
accurate model. This also proposes a dataset problem where we 
have to make sure that our dataset is ever-expanding to 
accommodate new data that is constantly being added to our 
dataset. Thus, making training and testing the model have very 
high time and space complexity and require a lot more 
computational resource. 
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