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Abstract: Personalized recommendations have become crucial 

in the current era where nearly every industry has an online 
existence and users engage in online marketplaces. Historically, 
collaborative filtering had been addressed utilizing Matrix 
Factorization, which is a linear method. We build on the work 
described in reference [11] by presenting a hybrid multi-modal 
approach for collaborative filtering with implicit feedback that 
uses VAE (Variational Autoencoders). To improve movie 
recommendation, we combine user ratings from the Movielens 
20M dataset with movie embeddings obtained from a related VAE 
network. We demonstrate how the network of VAE benefits from 
including movie embeddings through empirical evidence. We 
cluster the latent representations of movie and user embeddings 
attained from a VAE and visualize them. 

 
Keywords: collaborative filtering, variational autoencoders, 

personalization, recommender systems, deep learning, movie 
embeddings.  

1. Introduction 
Recommender systems are crucial in the current environment 

due to the expansion of social media and online interactions. 
Individuals often use recommender systems to make decisions 
about the products they purchase, news articles they read, 
movies they watch, and songs they listen to. Users have the 
potential to discover new products in all of these applications. 
When personalized recommendations are combined with it, it 
results in higher user engagement, satisfaction, and business 
profits. Creating customized suggestions has always been and 
remains difficult. The task involves recommending items to 
users by considering user context (click-through rate, view 
history, demographic information) and item context 
(popularity, genre, description, reviews). Collaborative 
Filtering (CF) is a highly popular method. Model-based 
collaborative filtering techniques involve methods like Latent 
Factor Models, including Matrix Factorization. These 
approaches are linear, but the interaction among users as well 
as items appears to be non-linear. 

Neural Networks (NNs) have shown significant 
advancements in digital image processing, natural language 
processing, autonomous driving, and speech recognition. NNs, 
specifically deep learning, have been successful due to their 
capacity to represent complex non-linear data structures. The 
CF algorithms aim to create a hidden interaction representation 
among users as well as items. This interaction improved  

 
characterization is expected to result in enhanced recommender 
systems. Promising advancements have been made in utilizing 
deep learning for collaborative filtering, as evidenced by 
studies. 

Recently, VAEs have been modified for personalized 
recommendation purposes. Our study is inspired by this 
research to investigate whether enhancing movie ratings with 
movie embeddings leads to a more accurate representation of 
the relationship among users as well as items (movies). We start 
by utilizing a network of VAE to acquire movie embeddings 
and after that enhance the ratings of users using these 
embeddings. The combined representation is inputted into a 
secondary network of VAE, which is trained using a 
collaborative filtering model. This new network is referred to 
as Hybrid-VAE (Figure. 2). We will begin by applying a 
standard VAE for comparison, as shown in Figure 1. This paper 
aims to evaluate the execution, suitability, advantages, and 
additional costs of an H-VAE for collective filtering. 

2. Dataset  
MovieLens 20M dataset [4]: The dataset comprises 

20,000,263 ratings for 27,278 movies provided by 138,493 
users. The set of users is divided randomly into the test, training, 
and validation sets having ten thousands users in the test along 
with the validation sets, and 118,493 users in the training set. 
We exclude movies without IMDb information, resulting in an 
overall of 26,621 movies for analysis. 

The ratings are converted into binary form, with a value of 1 
assigned to movies rated higher than 3.5 by the user, and 0 to 
the rest. The threshold of 3.5 is selected to align with the 
reference [11]. Binarization provides an advanced way to 
categorize unseen movies as part of class 0 (implicit feedback) 
in a fair manner. The Variational Autoencoder (VAE) generates 
a probability distribution for each user's list of movies and 
function loss minimizes the discrepancy among the generated 
probability along with the binary user rating. For a movie with 
a binary rating of 0, the trained model is anticipated to produce 
a probability that is close to zero, and for a movie with a binary 
rating of one, the probability is anticipated to be close to one. 
When using the original ratings on a scale that ranges from 0-5, 
it is not possible to have a clear relationship among the network 
input (ratings) as well as the output (probability). 
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3. Evaluation Methodology 
We implement 3-fold cross-validations (CVs) on the dataset 

to make sure the outcomes are reliable. The results presented in 
this paper are the average of three cross-validations. The 
standard deviation across coefficients of variation is 
approximately 10^-3. We utilize evaluation on the basis of 
rank- metrics such as Recall@50, NDCG@100, and 
Recall@20. Similarly to reference [11], we compared the 
movie's predicted rankings with their actual rankings for every 
“user in the test set. The predicted ranks have been determined 
by sorting the VAE network’s final layer output, which 
provides a probability distribution for the movies. Recall@R 
considers all the items in the top R ranks similarly significant, 
whereas NDCG@R applies a monotonically boosting discount 
to highlight the significance of greater ranks over low ones. 
Formally, w(r) is termed the item at the rank r, I [] represents 
the function of indicator, and Iu represents the set of held-out 
items by which the user u clicked on. After that, the Recall@R 
user” u has been explained as follows: 

 

 
 
To normalize Recall@R, we select the smaller value between 

R as well as the number of the items which have been clicked 
by the user u as the denominator. This normalization is applied 
when “ranking all essential items within the top R positions. 
The definition of truncated DCG@R) is provided below. 
NDCG@R is the DCG@R normalized version, ranging from 0 
to 1, achieved by dividing it by the highest possible DCG@R 
where the highest-ranked held-out items are” all listed. 

 

 
Two categories of assessment schemes are employed: 
• Eval 1: 10,000 users are used for testing, 10,000 users 

for validation, and 118,400 users for training in the 
original scheme. Next, for every test user across all 
26,621 movies, the evaluation metrics NDCG as well 
as Recall have been estimated. 

• Eval 2: Eval 1 differs in that every test user's click 
history is split into an 80/20 split. The movies in the 
20% split are assigned a binary rating of 0, while the 
rating of the movies in the remaining 80percent split 
remains the same. Recall@k as well as NDCG@k are 
computed for every test user based on the 20 percent 
split. This scheme is more severe as well as realistic as 
it assesses the model's prediction on movies that the 
user has not seen before. 

4. Movie Feature Extraction 
The additional data from a secondary source is provided to 

the main user-rating information and inputted into the initial 
network of VAE as an item-embedding. Extraction of features 

involves utilizing 3 sets of information: genome tags, movie 
genres, and features derived from the movie summaries of  
IMDb. 

A. Movie Genres 
This included in the dataset of MovieLens-20M is utilized for 

this category. The dataset classifies movies into 19 genres, 
allowing each movie to be assigned to multiple genres. A 
feature vector is generated for each movie by creating a binary 
encoding that represents all genres. 

B. Genome Tags 
The MovieLens-20M dataset includes pre-defined genome 

tags that cover various aspects of the movie, such as plot 
characteristics and actors. These genome tags some examples 
include references to computer animation, a book, and the year 
1920. The dataset contains 1128 tags, with each movie being 
assigned multiple tags along with a relevance score for every 
movie-tag pair. The paper considers the top 20 tags for every 
movie as well as creates these tags' binary vectors as the feature 
vector. 

C. IMDb Summary 
The Online Movie Database API2 is used to collect data for 

this category, from which 26,621 films' characteristics are 
derived. Each movie has an associated language, a certification, 
an IMDb rating, a viewer review score, and a plot. We employ 
the subsequent data for the feature extraction purpose: 

• Language: Create a 1-hot encoding for the movie 
language by including “all the languages listed in  
dataset.  

• Certification: This is a 1-hot encoding representing the 
certification assigned to the movie. Example: R, PG-
13, etc. 

• IMDb rating: The score provided is a continuous value 
between zero and ten. This is integrated as is, without 
any change. 

• Plot: Analyzed the plot and extracted several features 
that describe the text various features. 

 LIWC (Linguistic Inquiry and Word Count) 
[7]: LIWC is a lexicon dictionary that links 
English words to the psychological, 
sociological, and linguistic processes across 
64 categories. Each token in the plot text is 
tokenized and associated with a binary vector 
representing the corresponding LIWC 
category. The entire plot average vector is 
calculated by averaging the 64-D binary 
vectors for all the tokens in the plot.  

 VAD (Valence Arousal and Dominance) 
[14]: It is a lexicon dictionary that links 
words with 3-D scores. The plot text is 
broken down into tokens, and the scores for 
all words in the movie plot are then averaged.  

 Word2Vec [13]: The averagedWord2Vec 
vector of the plot text is utilized as a feature” 
for capturing the semantic distinctions and 



Kumar et al.    International Journal of Recent Advances in Multidisciplinary Topics, VOL. 5, NO. 5, MAY 2024 
 

77 

likenesses among movies and their plots. A 
pre-trained Word2vec model with 300 
dimensions is utilized. 

Subsequently, all the previously listed characteristics are 
combined to create a 671-dimensional movie feature vector. 

5. Implementation Details 

A. Standard-VAE 

 
Fig. 1.  Standard VAE architecture 

 
The input for “the Standard-VAE examined in this research 

takes user ratings xu. The encoder function gϕ () (3) in order to 
determine the standard deviations σu, and the mean, mu of the 
K-dimensional latent representation. Each user’s latent vector, 
zu has been sampled by utilizing mu, σu. The decoder function fθ 
(4) has been then utilized for decoding the latent vector from 
the K-dimensions to a probability distribution πu in the original 
N -dimension”. The probability that user u will watch N movies 
is given by this distribution. 

 

 
 
This paper's standard VAE differs from the typical VAE by 

not having the final output as the reconstructed input. The 
output represents a probability distribution across the K-items. 
The model utilizes the ELBO as the objective function/loss, as 
specified in equation (5). 

 

 
 
Where “xm represents the movie feature vector while zm 

represents the latent representation. The log-likelihood equation 
consists for a movie based on its zm and the KL (Kullback-
Leibler) divergence measure. The log-likelihood function” 
under consideration is provided as follows: 

 

 
 
where σ (x) = 1/(1 + exp(−x)) which has been taken over all 

the items i. The model's latent state, zu, is used to compute the 
KL Divergence. 

B. Hybrid-VAE 

 
Fig. 2.  Standard VAE architecture 

 
Computational challenges arise when integrating an already 

high-dimensional user-rating input with a higher-dimensional 
feature vector for every movie. Movie feature vectors are 
encoded into a lower-dimensional latent space using a Movie-
VAE (M-VAE). The movie features that were taken out of all 
26,621 films are used to train the M-VAE. The dimension of 
the movie embeddings is equivalent to the latent space size. 
This paper investigates a three-dimensional movie embedding. 
The movie features are used in the Hybrid-VAE network after 
being encoded as embeddings. 

With an extra layer that combines user ratings for every 
movie with movie embeddings, the H-VAE is equivalent to the 
Standard VAE. The M-VAE is the source of the embeddings. 
To enable embeddings and ratings to line up, movie indices are 
updated between the M-VAE and H-VAE. Zero-embedding is 
applied to movies with a user-click history of zero, which is 
shown as a three-dimensional vector made up of zeros. Figure 
2 displays the architecture of the Hybrid-VAE. Given the 
embedding input x’u, the user click history xu, for every movie 
i, has been provided by, 

 

 
The subsequent steps adhere to the same protocol as the 

Standard-VAE, except that during the encoding process, x'u is 
used in place of xu.  Instead of taking into account the 
embedding input x'u, the objective function continues to take 
into account the input user-click history xu. A 3D matrix of 
dimensions is the output of the embedding layer in the H-VAE 
(batch size x num of movies x movie embedding dimension). 
However, the input for the intermediate dense layer needs to be 
a 2-D vector. The embeddings can be added to the intermediate 
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layer in one of two ways: 
• Convert the output of “the 3D embedding layer to a 2D 

layer: In this instance, a vector with having a length 
equal to is fed into the intermediate dense layer. 
number of movies X movie embedding dimension 

• Transform the 3-D embedding into a 2-D embedding 
by utilizing a Dense layer. The input to a intermediate 
dense layer in this scenario is a vector with a length 
equivalent to” number of movies. 

The model is tested using the IMDb feature embeddings to 
identify the superior approach. The findings are recorded in 
Table 1. The initial method of converting the 3-D vector to a 2-
D vector yields superior outcomes for Recall@k, whereas the 
alternative method produces marginally better results for 
NDCG@k. Approach 1 yields superior results due to the loss of 
information that takes place in Approach 2 when converting 
embeddings of size three to size one. Approach 1 was chosen 
for all subsequent tasks in the study due to its superior 
Recall@k performance and marginally lower NDCG@k 
results. 

 
Table 1 

Comparison between the approaches for handling the embedding layer 

 

6. Visualizing Embeddings 
Visualizations of user and movie embeddings learned from 

Variational Autoencoder networks help understand their 
functionality. The user embedding 200-dimensional latent 
representation from Standard VAE has been collected into 10 
clusters by utilizing k-means clustering for visualization. t-
Distributed Stochastic Neighbor Embedding (t-SNE) has been 
utilized to decrease the dimensionality from 200 - 2 for 
visualization after obtaining the cluster assignments. Users 
demonstrate specific patterns in the preferences of movies, 
which the network of VAE seeks to understand, as illustrated in 
Fig. 3. 

 

 
Fig. 3.  User embeddings into 10 clusters 

Movie embeddings are visualized in a similar manner to user 
embeddings, as shown in Figure 4. The data was generated by 
the M-VAE model utilizing genres as the only features and then 
grouped into the 18 clusters, each representing a different genre. 
The visualization displays significant clustering. 

 

 
Fig. 4.  Movie embedding into 18 clusters learned using genres 

7. Results and Analysis 
The model is executed on three feature sets as outlined in 

Section 4, “and the most efficient feature set is identified. The 
data presented in Table 2 demonstrates that the H-VAE 
performs better than the Standard-VAE, confirming the feature 
sets importance. IMDb summaries yield the highest scores for 
feature extraction, with genome tags following closely behind. 
Both of these feature sets surpass the feature set of a movie 
genre. Genres alone are not a potent contextual feature for 
characterizing movies in recommendation systems. Movies 
possess nuances which transcend genres, as evidenced by the 
inferior performance of the H-VAE with genre features like the 
embeddings which have been comparing with the baseline 
Standard-VAE. 

 
Table 2 

Performance of hybrid-VAE using different feature sets compared with 
standard-VAE 

 
The features that have been extracted from the movies may 

have no effect, and the rise in scores could be entirely due to an 
additional layer. The model's accuracy was confirmed by 
training it with having random embeddings”. The findings 
indicate that incorporating a random embedding layer which 
does not enhance the Standard-VAE model. This confirms the 
movie embedding utility and significance examined in this 
study. 

It is possible which updates at the time of training cause 
significant changes in the embeddings from their initial values, 
makes the feature extraction of the movie meaningless. The 
IMDb feature embeddings visualized in Figure. 5 indicate that 
the training process has minimal impact on the embedding 
space. Therefore, it is logical to retain this information in the 
movie embedding format. 
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Fig. 5.  Comparison of embedding spaces before and after training 

 
The extracted features of IMDb are intricate and include 

details on the emotion as well as sentiment portrayed in a 
movie. These embeddings more effectively represent user 
preferences when combined with user rating data. The genome 
tags, while comprehensive, fail to convey this sentiment or 
emotion and are almost as effective as the features of IMDb. 
The genre feature provides a broad overview of a movie and 
does not effectively reflect the detailed preferences of users. 
The genre feature set appears to introduce more interference to 
the model rather than aiding in the prediction. The IMDb 
feature set enhances model accuracy by effectively capturing 
user preferences and providing a user-item interaction with 
more accurate representation. 

8. Conclusion and Future Work 
Although it can improve collaborative filtering performance, 

adding context information to the item set increases model 
complexity. On the other hand, the proposed method provides 
a flexible and easy-to-use way to integrate higher-dimensional 
context data into a VAE network. The outcomes demonstrate 
the significance and relevance of additional contextual 
information in automated recommendations. Some 
improvements are less than 0.01 in the results. However, given 
that the metrics have been averaged over ten thousand users, 
even a smaller increase is significant.  

In future research, a “statistical significance t-test could be 
conducted to determine if the performance improvement is 
important or simply a product of randomness or noise. It is 
important to conduct qualitative analysis on the acquired movie 
embeddings to determine if comparable movies share the same 
embeddings” through the use of a suitable distance metric.  
Optimizing hyper-parameters shows the potential to enhance 
the outcome's reliability. We make the codebase available as a 

public GitHub repository. 
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